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’ INTRODUCTION

Current understanding of the cell membrane suggests that it is
a patchwork structure composed of multiple proteins and lipids
that are not all freely diffusing and well-mixed, but rather can take
part in dynamic microdomains.1�8 Separation of distinct lipid
membrane domains within the cell membrane has been sug-
gested to play important roles in many cellular processes by
providing various microenvironments to cluster or to isolate
membrane biomolecules.1,8,9 One class of liquid-ordered mem-
brane domain, enriched in sphingolipids and cholesterol, is called
a lipid raft.9�11 Under specific conditions, certain glycolipids,
proteins, and other membrane species exhibit a high affinity for
lipid rafts; while other species prefer the more disordered phase
surrounding the rafts.7,12,13 Identification of critical lipid�protein
interactions and changes in affinity of certain biomolecules with
lipid raft phases may be critical to understanding the causes of a
number of diseases, including infertility,14 viral infection and
associated diseases,15 Alzheimer’s disease,16 and other age-related
diseases17,18 and is therefore vital for designing the most effective
therapeutic drugs to combat these diseases.

At the moment, there are limited approaches to identify and
classify the affinity of membrane biomolecules to different lipid
domains. Current in vivo methods attempt to characterize the
residency of membrane molecules to various lipid phases using
detergent and/or high salt/alkaline pH to isolate insoluble

membrane fractions and then correlate the contents of those
fractions.3,5 However, these assorted chemicals and conditions
lead to variations in compositions from experiment to experi-
ment and often contamination with species from other cellular
compartments, which compromises the reliability of this approach.
Other strategies to identify microdomain residents involve the
direct labeling of the intact cell membrane;5,19 however, surface
labeling of cells requires antibodies, toxins, or nanoscale beads to
bind to specific species, which can cross-link them and cause
artifactual enrichment.20�22 In contrast to these methods, some
in vitromethods incorporate target species intomodelmembranes
such as giant plasma vesicles,23,24 giant unilamellar vesicles,25,26 or
supported lipid bilayers12,27,28 to study their partition behavior in
carefully controlled conditions. These approaches report the
affinity of membrane biomolecules to different lipid domains by
their partition coefficients, defined as the detected concentration
distribution of the target molecules among the different phases.29

Because the first detection time point occurs long after the
molecules have been exposed to the various lipid phases, the
partitioning process already begins, or even completes, during
the preparation step; therefore, the kinetics of the partitioning
process are often missed.
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ABSTRACT: We report a new method for measuring the
partitioning kinetics of membrane biomolecules to different
lipid phases using a patterned supported lipid bilayer (SLB)
platform composed of liquid-ordered (lipid raft) and liquid-
disordered (unsaturated lipid-rich) coexistent phases. This new
approach removes the challenges inmeasuring partitioning kinetics
using current in vitro methods due to their lack of spatial and
temporal control of where phase separation occurs andwhen target
biomolecules meet those phases. The laminar flow configuration
inside amicrofluidic channel allows us to pattern SLBs with coexistent phases in predetermined locations and thus eliminates the need
for additional components to label the phases. Using a hydrodynamic force provided by the bulk flow in the microchannel, target
membrane-bound species to be assayed can be transported in the bilayers. The predefined location of stably coexistent phases, in
addition to the controllable movement of the target species, allows us to control and monitor when and where the target molecules
approach or leave different lipid phases. Using this approach with appropriate experimental designs, we obtain the association and
dissociation kinetic parameters for three membrane-bound species, including the glycolipid GM1, an important cell signaling
molecule. We examine two different versions of GM1 and conclude that structural differences between them impact the kinetics of
association of these molecules to raft-like phases. We also discuss the possibilities and limitations for this method. One possible
extension is measuring the partitioning kinetics of other glycolipids or lipid-linked proteins with posttranslational modifications to
provide insight into how structural factors, membrane compositions, and environmental factors influence dynamic partitioning.



15636 dx.doi.org/10.1021/ja205274g |J. Am. Chem. Soc. 2011, 133, 15635–15643

Journal of the American Chemical Society ARTICLE

However, information about the kinetics of the partitioning
process is especially important and relevant to our understanding
of membrane organization and function because cells are
not in equilibrium,8,10,13 and species are dynamically entering
and leaving various regions within the cell membrane. The current
understanding of cell membrane lipid rafts is that they are highly
dynamic and transient, and they can sometimes be stabilized to
form large microdomains.10,11,30 How fast a biomolecule can
partition into the membrane domain compared to the lifetime of
the domain, the kinetic competition of various molecules for a
particular microdomain, and the time scale of their association
with different phases relative to the time scale of particular bio-
logical events are all important to correctly predict cell responses
and the regulation of protein activity.31,32 In the special case of
membrane-bound species, recent literature highlights the im-
portance of considering not only structure as a determining
factor for membrane protein function but also the coupling of
protein dynamics and the interaction with the local lipid
environment.31 For a membrane molecule to associate with a
patch of lipid domain, it may need to diffuse to the patch, pass
across the interface, and diffuse inside the patch. Current
methods for studying the dynamic membrane heterogeneity
such as single particle techniques and fluorescence correlation
spectroscopy (FCS)33 focus on obtaining the diffusion rate for a
molecule in different specified phases or detecting the lifetime of
the membrane domains. However, as far as we know, no method
has been developed to study the rate of a membrane species
passing across a phase interface between the coexistent phases.
The challenge comes from the experimental difficulty in defining
the phase interface and monitoring the species passing the well-
defined interface.

To study the kinetics of a membrane biomolecule associating
or dissociating from one membrane phase into another, one
needs to critically determine when partitioning starts and moni-
tor the concentration change in different phases in real time.
Herein, we describe an enabling microfluidic platform for
measuring association/dissociation kinetics that employs pat-
terned lipid membrane phases at predefined locations. We
control when membrane biomolecules meet or leave a particular
lipid phase and thus can monitor partitioning from very early
times. Using this new platform with appropriate experimental
designs, we are able to measure the early time association/
dissociation kinetics of membrane-bound species to/from dif-
ferent lipid phases and report the kinetic parameters for the
partitioning of several membrane-bound species, including an
important signaling glycolipid, GM1.
Principle of the Method. Domain size and location are

difficult to control in conventional model membrane systems,
where an unpredictable phase separation process is used to
generate membranes with two-phase coexisting regions.25,34�37

Because phase separation and biomolecule partitioning are
happening concurrently in this conventional approach, it is
nearly impossible to track the biomolecule of interest to measure
its association kinetics to a particular phase. In contrast to
conventional methods, we first prepared the compositions of
stable coexistent phases separately as vesicle solutions and then
patterned them together to create a contiguous two-phase
supported lipid bilayer within a microfluidic channel network.
Supported lipid bilayers can be formed by lipid vesicle fusion
inside microfluidics and have served as excellent mimics of the
cell membrane in numerous applications in these platforms.38�42

The choices for the two compositions that yield stable phase-

separated bilayers are guided by tertiary lipid phase diagrams,43,44

as described in the Supporting Information. The two-phase
pattern is formed using laminar flow to deliver lipid vesicles of
specific compositions to certain regions within the microfluidic
channel.45,46 Vesicles fuse, and the resulting bilayer regions heal
together, but do not mix, to form a contiguous two-phase bilayer.
Characterization of membrane phase stability is provided in the
Supporting Information. Figure 1 illustrates the heterogeneous
bilayer platform composed of stable, two-phase regions pat-
terned in a striped arrangement inside a microfluidic channel
(denoted by blue and tan colors). Biomolecules whose partition-
ing behavior we wish to assay are patterned in the “T” side
channel. These molecules are denoted as red and green dots in
the figure. The specific membrane-bound biomolecules to assay
are fluorescently tagged to visualize andmonitor their association
with each lipid phase and track changes in their partitioning using
a basic inverted fluorescence microscope. Because the locations
of the two phases within the membrane are known, we do not
require any special labeling of the phases themselves and there-
fore avoid any artifacts that could result from labeling. Then, we
use a hydrodynamic force from the bulk flow (blue arrow) in the
main microchannel to transport the membrane-bound biomole-
cules along the main channel where they contact the raft phase
and can partition into it (red arrow).We emphasize that all transport
and partitioning takes place within the two-dimensional sup-
ported bilayer plane where the two phases meet along a “line”
interface. We conduct our experiments in a way so that the
association kinetics and dissociation kinetics can be decoupled in
our measurements and both the kinetic parameters can be
obtained, as we will describe later.

’EXPERIMENTAL SECTION

Materials. A detailed list of materials and suppliers is provided in the
Supporting Information. Here we only provide a brief list of the materials
used in this work. Lipids and additives used to make bilayers of various
compositions were as follows: 1-palmitoyl-2- oleoyl-sn-glycero-3-phos-
phocholine (POPC), cholesterol (Chol), and N-palmitoyl-D-erythro-
sphingosylphosphorylcholine (PSM). Three lipids were used in the

Figure 1. Illustration of a microfluidic device designed to measure
kinetics of membrane-bound biomolecule partitioning. Laminar flow in
amicrofluidic channel is used to create stripes of lipid raft phase (brown)
and POPC-rich phase (blue) in parallel along the main microchannel
and to load amixture of biomolecules to assay (red and green) in the side
channel. The interface between the phases is contiguous, allowing
molecules to diffuse across this interface and partition (red arrow) into
the raft phase as they are transported down the main channel by hydro-
dynamic force from bulk buffer flow through the channel (blue arrow).
Note that the membrane phases and loading bilayers are all adsorbed to
the glass substrate on the channel bottom and the partitioning is taking
place laterally within the two-dimensional plane of the bilayer.
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kinetic studies:N-(4,4-difluoro-5,7-dimethyl-4-bora-3a,4a-diaza-s-indacene-
3-propionyl)-1,2-dihexadecanoyl-sn-glycero-3-phosphoethanolamine,
triethylammonium salt (BODIPY FL DHPE), a headgroup-labeled lipid
denoted as BODIPY-DHPE in this work; bovine brain asialoganglioside-
GM1 labeled with Alexa Fluor 594 hydrazide, denoted here as head-
labeled GM1; BODIPYFL-C5 GM1, denoted here as tail-labeled GM1.
Methods. A detailed description of the methods used in this work is

provided in the Supporting Information. This includes the following:
procedure for labeling the headgroup of GM1; bilayer composition
selection, phase diagrams, and vesicle formation; description of the
microfluidic device and its fabrication; patterning the coexistent bilayers
within the microfluidic device; fluorescence intensity versus concentra-
tion for each biomolecule in each lipid phase; experimental setup; image
processing; diffusion measurements; two-phase bilayer stability controls;
kinetic data analysis.

’RESULTS AND DISCUSSION

Formation of Contiguous Patterned Membrane and Load-
ing and Transport of Membrane-Bound Biomolecules. We
demonstrate the ability to form a contiguous patterned mem-
brane and to transport membrane species in them using hydro-
dynamic flow of the aqueous buffer within the microfluidic
channel, as captured in Figure 2. First, we formed a contiguous
lipid membrane with POPC-rich phase (70/20/10 molar ratio of
POPC/PSM/Chol), raft phase (60/40molar ratio of PSM/Chol),
and loadmembrane with 1mol % of Alexa-594 head-labeled GM1

and 1 mol % of head-labeled BODIPY-DHPE doped in the
POPC-rich phase. These two molecules are used for this de-
monstration because GM1 is well-known to have high affinity to
raft, while BODIPY-DHPE associates with raft to a lesser extent.28

The detailed formation procedure of the patterning heteroge-
neous membrane is provided in the Supporting Information.
Here we just summarize the main features of the assay necessary
to understand the kinetic analysis. Figure 2a shows the image
after patterning the various bilayers in the device before a hydro-
dynamic force was applied to transport the species in the
membrane. The yellow color indicates the mixture of both green
BODIPY-DHPE and red Alexa-594 head-labeled GM1. The red
color close to the loading entrance shows that themembranes are
connected, as Alexa-594 head-labeled GM1 is already able to
diffuse and partition into the raft phase region in the membrane
even before any flow has started.
In Figure 2b, an applied hydrodynamic flow of the bulk

solution in the microchannel provides a shear stress to drive
the lipid membrane on the glass support to move. The use of
shear stress from hydrodynamic flow above supported bilayers to
move membrane-bound species has been characterized and
reported in the literature.47 While other methods to transport
molecules in supported bilayers are also available (e.g., electro-
phoresis), we chose hydrodynamic flow because we can utilize
physiological buffers and are not limited to only assaying charged
biomolecules.Wemeasured that the fluorescently labeled species
in the POPC-rich phase of our system move approximately ten
times faster in the POPC-rich phase than they do in the raft
phase under the same hydrodynamic flow conditions (Supporting
Information). The relative speed difference between the two
phases allows us to view the entire system as a 2-D process in a
membrane plane where convective flow of the POPC-rich phase
membrane passes the embedded target molecules along the
interface of a relatively fixed raft phase. Figure 2c shows the
partitioning after the hydrodynamic flow inside themicrochannel
was stopped for 2 h to allow molecules to penetrate into the raft
phase region and reach equilibrium; here it is easy to see the
distinct phases divided by a well-defined interface down the
middle of the main channel.
Finally, when we induce hydrodynamic flow in the opposite

direction, as shown in Figure 2d, we observed a convective flow
moving the species in the opposite direction. In this image it is
also easy to see that the species in the POPC-rich phase bilayer
move much faster than those in the raft phase. When the flow is
reversed, the POPC-rich phase enriched in BODIPY-DHPE
(green) is transported back through the channel much faster
than the GM1 (red) enriched in the raft phase, even though GM1

has a much larger extracellular structure extending into the bulk
flow compared to BODIPY-DHPE (see structures in Figure 3c).
A video of the time course of these steps is available in the
Supporting Information.

Figure 2. Left side: (a) A bird’s eye view fluorescent image of themicro-
fluidic device and loading bilayer containing red Alexa594-GM1 and
green head-labeled BODIPY-DHPE. The POPC-rich phase is loaded in
the top part of themain channel while the raft phase is in the bottom half.
Both of these phases are initially devoid of any fluorophore; the interface
between the phases and the boundary of the microchannel are marked
by dashed lines that have been superimposed on the image. The white
box in panel a is the control volume used for data analyses for kinetic
measurements. The red color in the raft region close to the load shows
that some of the red-labeled GM1 already started to partition into raft
phase during the preparation step. Note that the penetration of the GM1

into this phase is more significant than into the POPC-rich phase at this
time point because the raft and loading bilayers have had a longer contact
time during the bilayer patterning steps (see Supporting Information for
details). (b) Hydrodynamic force induced by the bulk flow in the
microchannel is applied to the direction denoted by the large white
arrow to move the mixed species originating in the side channel down
the POPC-rich-phase membrane into the main chamber. An increasing
amount of red GM1 is extracted into the raft phase with time during the
transport. This is indicated by the smaller white arrows. (c) Eventually
the hydrodynamic flow is stopped and the system is allowed to
equilibrate for 2 h. Most of red GM1 partitions to the raft phase and
most of green BODIPY-DHPE remains in the POPC-rich phase. (d) A
hydrodynamic flow is applied in the opposite direction to move the
target species back down the channel.
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Partitioning Kinetic Measurements by Monitoring Spe-
cies Concentrations in the Raft Phase over Time. We next
demonstrate how to use this platform to measure association/
dissociation kinetics by monitoring species concentrations using
fluorescence intensity as a proxy for concentration (see Support-
ing Information for characterization of the fluorescence intensity
of each biomolecule in each phase). The partitioning assay is

carried out in three stages: association stage, equilibrium stage,
and dissociation stage (Figure 3). The experimental procedure
and analyses are somewhat analogous to the measurement of
adsorption/desorption binding kinetics by surface plasmon
resonance (SPR),48 except here we are in a 2-D planar geometry
and observing association/dissociation kinetics of membrane-bound
biomolecules to/froma lipidmembrane phase along an interface. To
obtain association kinetics from POPC-rich phase to raft phase,
target species in the POPC-rich phase were brought to a pristine
raft phase and the amount entering into the raft phase in the
control volume was monitored over time (Figure 3, stage 1).
After most of the species initially loaded in the channel entered

into the main partitioning channel, the next step was to stop the
convective flow and wait until the system equilibrated (Figure 3,
stage 2). Equilibration was assumed when the concentration
profile no longer changed significantly across the interfacial
region (see Supporting Information for additional information).
Finally, to obtain dissociation kinetics, the net amount of species
leaving the raft phase was monitored when the hydrodynamic
flow was reversed and fresh POPC-rich phase membrane could
be monitored for the reassociation of molecules now moving
from the raft phase back into the POPC-rich phase (Figure 3,
stage 3). We tested three different molecules: Alex594-head-
labeled GM1, BODIPY-tail-labeled GM1, and head-labeled BOD-
IPY-DHPE. Figure 3a shows how their accumulation amount in
the raft phase varies with time during the different stages, and
Figure 3b shows a corresponding image observed during each of
the association, equilibration, and dissociation stages. Figure 3c
shows the chemical structures of the target biomolecules used in
these studies.
Theory of Partitioning Kinetic Analyses. We analyzed the

association/dissociation kinetics of fluorescently labeled species
into/from the raft phase using a mass-balance approach. A
control volume used for themass balance is illustrated in Figure 4.
The accumulation of species in the raft phase over time can be
represented as:

dNR

dt
¼
Z x¼L

x¼ 0
rþðCFðx;0;tÞ, kþÞdx�

Z x¼L

x¼ 0
r�ðCRðx;0;tÞ, k�Þdx

þ ðFR, inð0;tÞ � FR, outðL;tÞÞ ð1Þ
where NR is the amount of species in the raft phase region, L is
the interface length between the raft phase and the POPC-rich

Figure 3. Partitioning kinetic measurement of Alex594-head-labeled
GM1 (red), BODIPY-tail-labeled GM1 (blue, false color), and BODIPY-
DHPE (green). (a) Species’ content in the raft phase varying with time
during the three stages: (1) flowing the species in the POPC-rich phase
into contact with a fresh raft phase; (2) stopping the flow to let the
system equilibrate; (3) applying reversed flow to allow the fresh POPC-
rich phase to enter into the channel for the dissociation step. (b)
Corresponding images at an arbitrary time point during the three
different stages. These have been false-colored to match the line scan
colors in the above plot. The temporal evolutions of the concentration
profiles across the two phases at each stage are provided in the
Supporting Information. (c) The chemical structures and labeling
positions for head-labeled GM1, tail-labeled GM1, and BODIPY-DHPE.

Figure 4. An illustration of the patterned membrane in the control
volume for the mass balance calculation used to determine the target
species’ association or dissociation kinetic rate with a specific membrane
phase. In this case, we examine the association and dissociation rates of
GM1 and BODIPY-DHPE with the raft phase (in tan) from the POPC-
rich phase (in blue).NR is the amount of species in the raft phase region;
L is the interface length between the raft phase and the POPC-rich phase
FR,in and FR,out are the convective molar flow rates into and out the raft
region. FF,in and FF,out are the convective molar flow rates into and out
the POPC-rich region. w is the width of each phase. The subscripts “R”
and “F” refer to the raft and POPC-rich phases, respectively.
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phase, r+ is the association term, a function of species concentra-
tion at the interface in the POPC-rich phase (CF(x,0,t)) and
association rate constant (k+), r� is the dissociation term
depending on the species concentration at the interface in the
raft phaseCR(x,0,t) and dissociation rate constant (k�), and FR,in
and FR,out are the convective molar flow rates into and out the raft
region. The subscripts “R” and “F” refer to the raft and POPC-
rich phases, respectively.
Association Kinetics Analysis. To obtain the association

kinetics information from the POPC-rich phase to the raft phase,
we operated our experiment in such a way so that only the
association term, r+, is important and the dissociation term and
the convective flow rate terms can be neglected in eq 1. At the
beginning of our experiment, we provided a hydrodynamic force
to move the species into the control volume (the white box in
Figure 2). The control volume is initially devoid of any fluor-
ophores. We set the time for species entering into the POPC-rich
phase region inside the control volume as time zero. When time
was close to zero, FR,in and FR,out were still negligible because the
species moved much faster (ten times) in the POPC-rich phase
than in the raft phase. In addition, at a time close to zero, r� was
also negligible because the concentration in the raft phase was
still very low. Next, we assumed that the association follows first-
order kinetics in species concentration, so that eq 1 can be
simplified to eq 2 at the beginning of the association stage:

dNRðtÞ
dt

¼
Z x¼L

x¼0
kþCFðx;0;tÞdx ð2Þ

In the association stage, species concentration at the interface
in the POPC-rich phase, CF(x,0,t), varied significantly with both
x and t, and its integration over x and t is sensitive to the interface
boundary we chose. To obtain a more robust way of expressing
the integration term, we applied a mass balance for the POPC-
rich phase region and replaced the integration term with a
function of the inlet and outlet molar flow rates in the POPC-
rich phase. Equation 2 can then be written as eq 3:

NRðtaÞ ¼ kþ
w

Z t¼ ta

t¼ 0
ð
Z t¼ ta

t¼ 0
FF;inð0, tÞ � FF;outðL, tÞdtÞdt

ð3Þ
where FF,in and FF,out are the convective molar flow rates into and
out of the POPC-rich phase region, w is the width of the POPC-
rich phase (as shown in Figure 4), and ta is a certain time after the
species started to enter into the control volume. To determine
the association rate constant, k+, from our data, we defined a
parameter,α, in eq 3, and plotted the net amount of species in the
raft phase (NR) against α in Figure 5. α is defined as:

α ¼ 1=w
Z t¼ ta

t¼ 0
ð
Z t¼ ta

t¼ 0
FF;inð0;tÞ � FF;outðL, tÞdtÞdt ð4Þ

Note that because eq 3 is valid only at early times, when the
dissociation term and convective flow terms in the raft phase (in
eq 1) are still negligible, only the initial slope of the plot
represents k+.
Next, we check if the first-order kinetic assumption we made

in the analysis is valid. When the kinetics are first order in
concentration, the amount entering the raft depends on the
summation of all of the species concentrations approaching the
interface. On the other hand, if the kinetics are not first order,
the amount entering into the raft phase will depend on the

concentration distribution. For example, for a second-order
association, a sharp concentration distribution along the two-
phase interface causes a higher overall flux of species entering
into the raft region than the one with a uniform concentration
distribution, because the high concentration provides more
weight because it is squared. Therefore, to check if the association
kinetics are indeed first order with concentration, we varied the
initial species concentration and the convective flow rate of the
POPC-rich phase to vary the concentration distribution with time
in the control volume. In Figure 5, the curves in the NR�α plot
obtained from the systems with different initial species concentra-
tions or convection flow rates have very similar initial slopes,
indicating that the concentration distribution does not influence
the overall amount entering into the raft, and our assumption of
first-order kinetics is justified.
Dissociation Kinetics Analyses. To obtain the dissociation

kinetics information, we essentially reversed the association
process by bringing a pristine POPC-rich phase in contact with
the raft phase already loaded with target species (following an
equilibration step, described in the next section) and tracked
their dissociation. This step was accomplished by reversing the
hydrodynamic flow and pushing fresh POPC-rich phase bilayer
back through the channel.When the concentration in the POPC-
rich phase is low, the association term in eq 1 may be neglected.
In addition, because we allowed the system to equilibrate with no
flow for 2 h before reversing the flow to conduct the dissociation
step, the species concentration in the raft was relatively constant
in the x-direction in our control volume. In the middle of the
channel, we assumed the flow rate of raft phase was relatively
constant in the x-direction under the same hydrodynamic force.
Therefore, FR,in and FR,out (flow rate times concentration) are
similar and the molar flow rate term could be neglected. If we
further assume that the dissociation also follows first-order kinetics
in concentration at the raft phase interface, we can simplify eq 1

Figure 5. The amount of species in the raft phase region (NR) as a
function of α. In the legend, Alex594-head-labeled GM1 (red) = HGM1,
BODIPY-tail-labeled GM1 (blue) = TGM1, and head-labeled BODIPY-
DHPE (green) =H-BODIPY). The initial slopes (indicated by red, blue,
or green lines) are k+ in eq 3. The trend lines from the data of closed circles
(1 mol % of the target species, flow rate = 80 μL/min), open circles
(0.75 mol % of target species, flow rate = 80 μL/min), and stars (1 mol %
of the target species, flow rate = 40 μL/min) are similar, indicating the
concentration profile does not influence the association rate constant and
the association is first order in concentration. The lines deviate from linear
behavior at later times because at later times, the dissociation term and
the molar flow rate term, shown in eq 1, started to contribute to the
accumulated amount in the raft phase (NR) and can no longer be neglected.
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to eq 5 during the late dissociation stage:

dNRðtÞ
dt

¼ �
Z x¼L

x¼0
k�CRðx;0;tÞdx ð5Þ

After our equilibrating stage, the species concentration in the
x-direction inside the control volume is relatively uniform.
Therefore, we can assume that the concentration is independent
of x and eq 5 can be rewritten as:

dNRðtdÞ
dt

¼ � k�CRiðtdÞL ð6Þ

where CRi represents the species concentration at the interface in
the raft phase region, L is the length of the control volume, and td
is a certain time during the dissociation measurement.
The left term in eq 6 can be obtained from the slope of the

dissociation part of NR�t plot, such as Figure 3a. As for the right
term of eq 6, in contrast to the association case, the species con-
centration is no longer uniform along the y-direction because of
the slow diffusion of species in the raft phase so the bulk concen-
tration cannot be used to represent the interface concentration.
Therefore, we need to obtain CRi directly from the intensity
profile in the y-direction, as described in detail in the Supporting
Information. At different time points during the dissociation
stage, we can obtain dNR/dt and a correspondingCRi at that time.
The dissociation rate constant, k�, can be obtained from the
slope of the plot of (dNR(t)/dt)/L against CRi(t), as shown in
Figure 6. Note that the data points used to obtain the dissociation
rate constant are chosen at the time when the concentration of
species is already low in the POPC-rich phase so that the
association term can be neglected and eq 6 is valid.
Partition Coefficients.We define our partition coefficient as

the ratio of the concentration in the raft phase region over the
concentration in the POPC-rich phase region after the system
has equilibrated for 2 h, as shown in the left two terms of eq 7:

K ¼ CR

CF
¼ kþ

k�
ð7Þ

At true equilibrium, the concentrations of species in each
phase in the system do not change, and at any location at the
interface, the rate of species leaving from the raft phase to POPC-
rich phase should be equal to the rate of species entering into the

raft from the POPC-rich phase at the interface, expressed in eq 8:

kþCFi ¼ k�CRi ð8Þ
Thus, under equilibrium conditions, we can obtain the right

two terms of eq 7 by reorganizing eq 8. These equations allow us
to obtain K, the partition coefficient at equilibrium, for a target
species by two different ways and compare their values.
First, K (eq) was obtained by measuring the relative fluores-

cence intensity in each phase after equilibrating and taking the
ratio of raft concentration to POPC-rich concentration. In
separate control experiments, we verified that the intensity of
the fluorescence varied linearly with concentration in the range
we used and that the fluorescence levels of each biomolecule in
the raft and POPC-rich phases were nearly identical (see
Supporting Information) so that we could use fluorescence
intensity as a proxy for concentration. In the case of head-labeled
GM1, the bulk intensities in each phase were nearly uniform
across the each phase, up to the interface. However, the raft
concentrations of BODIPY-DHPE and tail-labeled GM1 are
difficult to define because of a suspected disruption effect,
described in a later section. Therefore, for these species we used
the concentrations of each phase at the phase boundaries with the
assumption that the concentrations at the phase boundaries
reached local equilibrium. Our definition of the phase boundaries
can be found in Supporting Information.
As far as we know, no equilibriumK value based on fluorescence

data for head-labeled GM1 has been reported in the literature,
although previous atomic force microscopy (AFM) study28 has
shown it prefers to partition to liquid-ordered phase over liquid-
disordered phase. Only cholera-toxin bound GM1 data has been
reported, which should be significantly different from head-labeled
GM1 because the toxin is in a pentamer form and can bind to
multiple GM1.

49 The previously reported K (eq) values or the
partition preference of tail-labeled GM1 has been found to vary
significantly from literature to literature. It has been shown to prefer
liquid-disordered phase,27,28 liquid-ordered phase,23,29 or evenly to
both.23 The discrepancy between these reports indicate that the
partition of tail-labeled GM1 is probably sensitive to the variation of
membrane compositions, which could also be explained by the
hypothesized disruption effect, as described in the following
section. There are only a few reports examining the “head-labeled”
BODIPY-DHPE partitioning preference.27,50 Plochberger et al.
obtained the K (eq) as 0.319,50 which is comparable to our
reported value of 0.6. Chiantia et al. reported the K (eq) as
0.075,27 which is 1 order of magnitude lower than our value. One
reason for the discrepancy is that their lowK (eq) value is derived
by using the concentration in the bulk raft phase over the
concentration in the bulk fluid phase instead of using the local
equilibrium concentrations in the two phases at the interfaces.
The second way to obtain the K values is from the ratio of the

association/dissociation kinetic parameters, which is valid for
first-order kinetics. This second method provides a cross-check
for our assumption about the order of kinetics. The values we
obtain using this latter method are consistent with the K’s
obtained directly from the fluorescence intensity data, as sum-
marized in Table 1. This match further supports our assumption
of first-order partitioning kinetics that we made to obtain the
kinetic parameters initially.
Structure of GM1 Influences the Raft Affinity. Tail-labeled

GM1 shows intrinsic affinity to the raft phase weaker than that of
head-labeled GM1.

27,28,51 Head-labeled GM1 has the same acyl
chains as those for regular GM1, whose carbonyl and amide

Figure 6. Plot of (dNR(t)/dt)/L against CRi(t) to obtain the dissocia-
tion rate constant, k�. The slope of the lines are the k� for each
biomolecule. These values are listed in Table 1. H-BODIPY = head-
labeled BODIPY-DHPE (green), TGM1 = tail-labeled GM1 (blue),
HGM1 = head-labeled GM1 (red).
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functional groups can form hydrogen bonds with other sphingo-
lipids and cholesterol.52 Hydrogen-bonding enhances its associa-
tion with the raft phase. When GM1 is labeled at its tail, the bulky
fluorophore can cause steric hindrance, preventing GM1 from
forming hydrogen bonding with other molecules. These struc-
tural distinctions explain differences in overall affinity; here we
observe that these differences also impact the kinetics of associa-
tion, while dissociation is less affected.
As for head-labeled BODIPY-DHPE, literature has reported

that it prefers to partition into a disordered phase.26�28 Although
having saturated acyl chains, which might lead to predictions that
it would associate with the raft phase over the more disordered
POPC-rich phase, it lacks the functional groups to form a hydro-
gen bonding network with the molecules in the raft phase.53

Apparently these differences impact BODIPY-DHPE’s associa-
tion with the raft phase significantly and is an interesting point for
further study.
Potential Disruption Effects of BODIPY-DHPE and Tail-

Labeled GM1. One point of note is that although our data show
that BODIPY-DHPE and tail-labeled GM1 have low affinity for
the raft phase in the time scale of minutes to hours, we observe
that over long times, they both gradually penetrate into the raft
phase and become almost equally distributed into the predeter-
mined raft region in the time scale of many hours to days (for a
50 μmpenetration length). We hypothesize that these molecules
gradually start to change the structure of the raft phase, as they
penetrate deeper into the raft region. A previous study from
Burns et al. also shows evidence that the head-labeled BODIPY-
DHPE could disrupt liquid-ordered domains.28 In addition, some
model system studies have reported that the tail-labeled GM1

partitions into liquid-disordered phase,27,28 while others report
that they partition to liquid-ordered phase23,29or evenly to both
liquid-ordered and liquid disordered phases.23 The discrepancy
between these reports could be due to the different membrane
compositions used in different model systems, because changing
composition, especially cholesterol content, has been shown to
significantly change the partition behavior of some fluorescent
lipid probes.37 These phenomena, observed after the system
reached equilibrium or a metastable state, support the hypothesis
that these molecules could disrupt the lipid rafts and even change
lipid raft composition in a longer time scale. In this paper, however,
we are more interested in comparing the affinity of the molecules
to the raft phase that occurs on a much shorter time scale than the
time scale in which the raft structure might be disrupted. Data to
support that local equilibrium has been reached over the time scale
we are interested in is provided in the Supporting Information,
Figure S8. We note that the disruption effect could be further
studied by focusing on the data collected on a longer time scale.
Time Scale for Membrane Molecules To Associate/Dissoci-

ate with “Lipid Rafts”. In this study, the obtained association/
dissociation rate constants represent how fast a membrane species

passes across a designated interface to/from the raft phase
from/to the POPC-rich phase. The current understanding of
cell membrane lipid rafts is that they are small (10�200 nm),
heterogeneous, highly dynamic, sterol- and sphingolipid-enriched
domains, and they can sometimes be stabilized to form large
microdomains.10,11,13 For a membrane molecule to associate with
a patch of lipid rafts, it needs to diffuse to the patch, jump across
the interface, and diffuse inside the patch. The rate-limiting step(s)
determines how fast a molecule can associate and interact with a
new phase.
It is possible that the interfacial mass transfer kinetic process

across the interface could be the rate-limiting process of the
overall association process of a biomolecule with a particular lipid
phase under certain conditions. We used fluorescence recovery
after photobleaching (FRAP) to measure the diffusivity of
Alexa594-head-labeled GM1 in both lipid phases separately and
found the diffusion coefficients to be 0.77 μm2/se and 0.06 μm2/s
in the POPC-rich and raft phases, respectively. To make a rough
estimate of when this interfacial rate might be limiting, we
considered the following scenario. We consider that a GM1

molecule must diffuse to a domain with 200 nm size from a
location at 1 μm (1/20 of a 20 μm cell size) in the POPC-rich
phase away from the domain. The rate for amolecule to diffuse to
the interface can be estimated to be 0.77 μm/s (diffusion
coefficient/distance). The rate of the molecule to pass across
the interface is ∼0.025 μm/s (from Table 1), and the diffusion
rate from the interface into the middle of the raft patch
(∼100 nm) is estimated as 0.6 μm/s. These approximate
calculations show that the kinetics of molecule passing the
interface could play an important role or dominate in the overall
association rate of GM1 to the raft region. Notice that ideally this
method could also be applied to describe the association of a
bundle of cross-linked molecules, or membrane molecules with
lipid shells after measuring their partitioning kinetics and diffu-
sivity in each phase. It will be interesting to see if crossing the
interface is the rate-limiting step for other large membrane
biomolecules, which are known to have slower diffusivity.
Note that elevated temperatures above the phase transition

point are used when we formed the raft phase bilayer because we
found that vesicles below the phase transition temperature are
difficult to rupture to form a supported bilayer. It has been
reported that the fluid-to-gel phase transition can result in the
surface defects in supported lipid bilayers due to the stress
induced by the shrinkage of area per phospholipids.54,55 We
found that the gradual cooling and the annealing steps, as
described in the Supporting Information, allow the supported
raft bilayer to “relax” and presumably maintain its continuity as it
shrinks. We did notice that more defects in the raft phase were
present when the device was cooled rapidly; however, empirically
we determined that our cooling conditions minimized these
defects on the microscale (see Supporting Information). We
cannot completely exclude the possibilities that there are sub-
micrometer or nanoscale defects in our raft membranes; how-
ever, AFM images of the bilayer phases (see Supporting
Information) support that the bulk phases are relatively homo-
geneous and no nanoscale fractured topology exists. Additionally,
previous literature reports that defect ratios of lipid membranes
going through the fluid-to-gel transition are relatively low (<4%)
with an appropriate cooling/annealing process,54,55 which is
similar to what we obtain with our procedure. Using this per-
centage of defects, our experimental model and the obtained
parameters should be still valid within error ranges.

Table 1. The Association/Dissociation Rate Constants and
Partition Coefficients of Various Membrane-Bound
Biomolecules

k+
(μm/min)

k�
(μm/min)

K

(= k+/k�)

K

(eq)

head-labeled GM1 1.53( 0.03 0.85( 0.03 1.8 1.96

head-labeled BODIPY-DHPE 0.57( 0.08 0.98( 0.04 0.58 0.6

tail-labeled GM1 0.64( 0.07 0.72( 0.05 0.89 0.75
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As a final note, we performed our assays within a supported
lipid bilayer. It is known that the solid support interaction can
influence the lipid mobility in a supported lipid bilayer. In
general, the diffusivity of species in supported lipid bilayers is
slower than in giant unilamellar vesicles which have free-standing
bilayers.56 It is possible that the rate of species passing the
interface is also influenced to the same degree by the support
and the rate-limiting step analyses is still valid. In addition,
although we do not know how the solid support interaction
might influence the absolute number of the association/dissocia-
tion rate constants, the relative affinity between different mem-
brane species should still be valid as long as the species does not
have specific or direct interaction with the solid support. In the
case of glycolipids or lipid-linked proteins, e.g., GPI-linked, this
assumption should be valid; however, for transmembrane pro-
teins, to minimize these effects, a cushion or spacing layer (e.g.,
dextran or polyethylene glycol) could be used to minimize
protein�support interactions57

Here, we have demonstrated the possibility to construct a
predetermined patterned, two-phase coexistent bilayer. The two-
phase coexistent compositions we chose were guided by pre-
viously published phase diagrams for giant unilamellar vesicles
and a hypothetical tie line. The phase diagram in a supported
bilayer is likely to be shifted somewhat from the giant unilamellar
case;58 however the compositions we used were found empiri-
cally to be two-phase stable for at least 4 h. More stable phase
coexistent bilayers may be possible after more accurate phase
diagram and tie line information is obtained for supported
bilayers systems. It should also be possible to extend this method
to test the relative association affinity of biomolecules to different
types of physiologically relevant phases with more complicated
membrane compositions, as long as the phases are sufficiently
stable during the time needed for the assay.

’CONCLUSIONS

Herein, we demonstrated a new approach for assaying the
partition kinetics of head-labeled GM1, tail-labeled GM1, and
head-labeled BODIPY-DHPE in patterned, heterogeneous sup-
ported lipid bilayers. We find that these different molecules
exhibit significantly different partitioning kinetics to the raft
phase tested here. Structural features of these biomolecules, such
as label location and the ability to form hydrogen bonds, may
influence the partitioning kinetics, especially the association of
these molecules to the raft phase, based on our results. Dissocia-
tion kinetics from the raft phase are much less variable between
these different biomolecules and may indicate that these features
have less influence on the dissociation behavior.

The general features of our platform that allow us to make
these new kinetic measurements include the control of when a
target biomolecule first encounters predetermined and fixed
phase locations, which does not require extra labels to distinguish
different phases from each other. In this case, we used fluorescent
labels only to track our target species and to quantify the amount
of species entering/leaving the predefined raft region. In the
future, some other surface characterization tools that can measure
spatial mass change, such as surface plasma resonance imaging59

and a quartz crystal microbalance,60,61 could be coupled to the
platform for label-free measurement. In addition, the approach
described herein could be extended to assay the partition
behavior of other lipids and proteins with posttranslational
modifications, such as the addition of GPI anchors, sterols, and

single saturated or unsaturated fatty acids, because creating
supported bilayers from sections of cell membrane is already
possible.62,63

Many factors have been suggested to regulate the raft phase
association of membrane biomolecules, such as different types of
lipid modifications,64 changes in raft composition,32,65 chemical
exposure,66 changes in pH/ionic strength,67 and small molecule
binding and cross-linkers.68 This platform and analysis procedure
can be used to test and understand the influence of how structural
and environment factors influence molecules’ partition kinetics
to the raft phase, which may provide insight into how the
partition dynamics of cell membrane species can be altered.
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